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Abstract. INTERMAGNET, a global network of geomag-
netic observatories, publishes so-called “definitive” data
products, which are subjected to an international peer-review
system. Currently, geomagnetic data is submitted by about
100 observatories worldwide. Besides the mandatory one-
minute data products, INTERMAGNET has also accepted
one-second (1 Hz, 1 s) data products for the past decade. The
amount of data to be reviewed has significantly increased,
making traditional manual data reviews increasingly chal-
lenging. The INTERMAGNET ROBOT (short IMBOT) has
been developed to perform automated routines to convert and
evaluate INTERMAGNET (IM) data submissions. The pri-
mary objectives of IMBOT are to (1) simplify one-second
and one-minute data submissions for providers, (2) speed up
the evaluation process significantly, (3) consider current IM
archive formats and meta information, (4) simplify and speed
up the peer-review process and finally, (5) reduce the work-
load of human data checkers. IMBOT automatically gener-
ates detailed reports and notifies submitting institutes and hu-
man referees. It provides templates for corrections and also
triggers re-evaluations automatically when data or any in-
formation in the submission directory is updated. This au-
tomated system makes data review faster and more reliable,
providing high-quality data for the geomagnetic community.

1 Introduction

A peer review system is widely considered as essential to
ensure the quality and accuracy of scientific research by al-
lowing experts in the field to evaluate and provide feedback
before publication. Such reviews help to identify and cor-
rect errors, inconsistencies, or gaps in methodology, analy-
sis, or interpretation, thus improving the overall reliability
of the research. Although a peer-review system is widely
used for scientific publications, pure data products are typ-
ically not reviewed by the science community. For about 20
years, INTERMAGNET has been using a system of mutual
data checks on one-minute definitive data sets. As shown
by MacMillan and Olson (2013), several geomagnetic data
sets available at the World Data Center contained errors
such as unexplained discontinuities and drifts. This particu-
larly affected submission before INTERMAGNET started its
reviewing process in 2005. INTERMAGNET distinguishes
“definitive” data (DD), subjected to an intense checking pro-
cedure, published on a yearly basis, and “real time” data, also
called adjusted or variation products, useful for early warning
systems and space weather applications. A group of volun-
teering data checkers is evaluating each “definitive” data sub-
mission. Initially INTERMAGNET applied this peer review
system to mandatory one-minute data products, which are
used to evaluate the quality of observatory data and whether
this observatory meets the standards of INTERMAGNET.
Since 2014, INTERMAGNET welcomes submissions of data
products with one-second resolution (Dge.). For effective
archiving of such data sets, a new data format, IMAGCDF,
has been introduced (Bracke, 2025). All INTERMAGNET
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observatories (IMO) are invited to submit these data sets
along with their traditional one-minute data products (Dyy;p).
INTERMAGNET subjects submitted D, to a peer review
system to ensure the quality and accuracy of published data
through a two-step checking process. In the first step (step
1), an independent referee checks the data submission to
identify errors, inconsistencies, missing elements, missing
meta information, and evaluates the data against INTER-
MAGNET standards and thresholds. The console program
“checklmin.exe”, executed automatically or manually, helps
referees (Reda, 2021). In the second step (step 2), a member
of the INTERMAGNET Operations Committee’s definitive
data group, usually the chair, cross checks the reports and
data, comparable to the editor’s decision in a peer-reviewed
publication. If step 2 is successfully passed, the data are pub-
lished on INTERMAGNET’s web pages. The large amount
of new Dy, complicates this traditional approach. The ac-
ceptance of an observatory into INTERMAGNET remains
solely based on the quality of its definitive Dp,,. Neverthe-
less, submitted Dgec should also meet the high INTERMAG-
NET standards and their quality must be tested and evalu-
ated through a transparent and conclusive process. Ideally,
end users should have full access and understanding of the
quality assessment procedure. A major challenge in evaluat-
ing Dgec is the large amount of data, big file sizes, and lim-
ited software availability which complicate handling for data
checkers. On the data provider side, similar challenges arise,
including the need to create a new, sophisticated data format
with previously unused meta information. These aspects are
the main reasons why, for almost 10 years, all submitted Dgec
have not been reviewed.

In this article, we briefly summarize general aspects of
a data reviewing process. We will list a number of review-
ing tasks to be performed and discuss possible issues with
data submissions, specifically submission of Dgec to INTER-
MAGNET, although such issues might affect any other type
of data submission. We introduce an automated routine writ-
ten in Python to assist the peer-review process by taking over
a significant amount of checking tasks. The principle idea be-
hind IMBOT, the automatic data checker, is to minimize the
workload for both data providers and data checkers, and pro-
vide high-quality data to end-users as early as possible. For
demonstration and testing purposes, we analyse one-second
definitive data submissions for two years, one shortly after in-
troducing Dgec to INTERMAGNET (2016) and a recent sub-
mission year for which the “call-of-data” deadline has passed
(2022).

2 Data checking tasks
When it comes to scientific data products, the review pro-
cess differs from that of scientific research, although there

are some similarities. Generally speaking, a data product is
a domain-specific, consumable entity aimed at transforming

Geosci. Instrum. Method. Data Syst., 14, 527-539, 2025

R. Leonhardt et al.: Peer-review of data products

data into actionable insights for users. In order to accomplish
this task, INTERMAGNET provides strict rules on data files,
formats, contents, thresholds and meta information to be fol-
lowed. Thus, the review process can be structured in a num-
ber of important bullet points to comply with these criteria.
The role of data reviewing is to ensure that submitted defini-
tive data meet INTERMAGNET standards in all of the re-
quired aspects and eventually, to provide recommendations
for improvement. Minor corrections to meta information and
file structure are possible from the referees side (as decided
by the IM definitive committee in 2024), provided that ap-
proval is given by the data provider. However, modifications
on data contents must be performed solely by the submitting
entity. This procedure is similar to the review process of sci-
entific publications, where layout changes and typographical
errors can be corrected during the editorial process, requiring
the acceptance (proofreading) of the authors. Any changes to
scientific contents are made by the authors themself. Thus
both automated and human reviewing processes need to pre-
serve the original data contents.

2.1 Task 1: Verification of the correct amount of files
and formats validity

The first reviewing task is the verification of the general con-
tents of the submitted data product. This involves check-
ing whether the data products contain the correct amount of
data files, whether the naming principles are followed and
whether the supplied formats are correct. For an INTER-
MAGNET D, the obligatory files comprise: 12 binary
data files with monthly coverage, one ASCII data file con-
taining baseline data, one README file, and one file con-
taining yearly means for the observatory. Country informa-
tion can be submitted but is not required for the initial sub-
mission. A Dg. submission should include either 12 monthly
files or 365/366 daily files in IMAGCDF format (Bracke,
2025). Currently, the submission of 365/366 daily files in
TAGA-2002 format is also accepted. All requested files must
be present in readable formats and follow the version specific
naming conventions.

2.2 Task 2: Complete and appropriate meta
information

Accurate meta information is the basis of all modern data ac-
quisition. Metadata typically contains basic information on
the acquisition location, site or station description, the sensor
systems and their characteristics and data related parameters,
like sampling rate and filter types. Metadata standards have
been developed by many international networks in order to
obtain coherent data products. Thus, a primary task of the
reviewing process is to validate the provided meta informa-
tion, which is part of the individual data files and associated
READMEs. It is also necessary to check the consistency of
the metadata across all files. The required meta information
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and its format description for INTERMAGNET is described
in the technical manual (Bracke, 2025).

2.3 Task 3: Verification of data contents

Itis necessary to check that each data file covers the projected
time range and that missing data is marked with appropriate
flags. It is also necessary to verify whether all components
are present and that the corresponding columns contain ap-
propriate data. Components as defined in the meta informa-
tion, i.e. XYZ, DHZ in geomagnetic data, need to be present
in the data files. Value ranges, resolution and units for each
component need to follow the underlying format description.
For geomagnetic data, vectorial information can be provided
in various coordinate systems — spherical, cylindrical, carte-
sian — and be in different units. The correctness of this infor-
mation and its consistency between files need to be checked.

2.4 Task 4: Verification of data consistency

Some data products contain averages and means derived
from the same underlying data set. These averages need to
be consistent within and across different files. The INTER-
MAGNET D contains hourly and daily means within the
binary data files, while yearly means are contained in the
baseline and yearly mean files. Definitive Dge. from a spe-
cific observatory need to be consistent with its corresponding
definitive Dp;n, as both datasets sample the same local geo-
magnetic field at different frequencies. Thus, a filtered Dgec
needs to closely resemble the Dp,. Besides inherent data
consistency, it is also necessary to check the consistency of
data products with the documented methodology. For exam-
ple, geomagnetic activity, K indices, can be calculated in var-
ious ways (Menvielle et al., 1995); if a method is referenced,
then the results need to be consistent with that methodology.
Finally, data should also be consistent with a physical frame-
work, which means that the variation records need to repre-
sent a real, unbiased record of the geomagnetic field. A com-
mon way to verify this is a comparison with well established
data from a nearby location.

2.5 Task 5: Verification of data quality

The final task of the data review process concerns the evalua-
tion of data quality. Overall, a unique measure of data quality
is not easy to obtain in geomagnetic data as many typically
used parameters — such as noise level, signal amplitudes — are
strongly dependent on latitude, local geology, and proximity
to oceans. Nevertheless, the data should be free of anthro-
pogenic disturbances. Nearby magnetic disturbances are typ-
ically investigated by analyzing the difference between two
sensors, often provided as delta-F between continuous vec-
tor and scalar measurements. Frequency disturbances can be
assessed by power spectral analysis. Baseline values provide
a measure of the long-term stability, and INTERMAGNET
sets thresholds for acceptable long-term variations to below
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5nT. Data continuity in the baseline requires steps to be be-
low 1nT between successive points. Changes in instrumen-
tation or site characteristics might lead to larger “jumps” in
baselines which should then be traceable and described accu-
rately in the metadata. Data quality also comprises the timing
accuracy. The local geomagnetic activity indices should re-
semble the global activity in a reasonable way, although no
thresholds are defined for this comparison.

3 Basic concept of data reviewing supported by an
automatic assistance system

When looking at the typical data reviewing tasks it is ob-
vious that a significant proportion can be handled automat-
ically. Such an automatic system needs to access data sub-
mission and then run a number of testing modules related
to the tasks defined in the previous section. Ideally, an auto-
matic process can also handle notifications and even referee
assignments. The reviewing process of INTERMAGNET is
separated in three steps described below, which are related to
equally named data archives.

3.1 Step 1 - submission and review

Step 1 is related to the submission process by the data
provider and includes any updates and/or corrections of sub-
mitted data products. Whenever data products are submitted
to INTERMAGNET, they are uploaded to a geomagnetic in-
formation node (GIN). Step 1 GIN is hosted by IPGP in Paris.
Observatories/Institutes will obtain connection details after
initial approval by INTERMAGNET officers. There are two
different step 1 archives on the GIN, one for Dy, the other
for Dge.. They have a common structure, namely a yearly di-
rectory organization and will always host solely original raw
data as uploaded by the data provider. IMBOT scans the di-
rectories daily, typically during the night (central european
time), analysing whenever new data is uploaded or data has
been modified. It will exclude data modified within the last
two hours to prevent the analysis of unfinished uploads. After
performing automatic tests, the ongoing procedure is slightly
different between Dpin and Dgec.

— For Dpn, the data provider and the assigned data
checker will receive an automatic notification including
a review report generated from IMBOT. Then, the hu-
man referee performs a review and discusses eventual
improvements with the data provider. Once all ques-
tions and suggestions have been satisfactorily handled,
the data product is ready for step 2. The data checker
will upload the latest state of step 1 to the step2 archive
on the GIN. Data providers do not have access to step 2.

— For Dg, the handling of submission differs for two rea-
sons:
Firstly, the evaluation of optional D, requires the ac-
ceptance of the obligatory Dy, for the same year. This
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condition is related to checking task 2.4, requiring the
consistency of the two submitted data products. Thus,
the data provider will be informed and receive a pre-
liminary automatic review report. A new automatic re-
view will be performed whenever data is modified/u-
ploaded to step 1, and also if the Dy, reaches a new
step. The human data checker however will only be in-
formed once the Dy, is finally accepted for publication
(step 3).

Secondly, the great variety of format types, versions
and packing tools used to upload Ds to step 1, ren-
der a data review very difficult. The automatic process
involves the extraction of the data structures and refor-
mats the files into latest versions of INTERMAGNET
recommended IMAGCDF archives, covering monthly
data sets. This homogenization process preserves both
the data contents and meta information. The data files
are automatically uploaded to step 2 and newly gener-
ated whenever updates on step 1 occur. The step 1 re-
view process of Dgec finishes when the human referee is
uploading a review report to step 2.

3.2 Step 2 - the editorial task

Step 2 can be described as the editorial task of the review pro-
cess. Whenever Dy, is uploaded to step 2 or when a final
review report is uploaded to the one-second step 2 archive,
IMBOT, continuously scanning step 2 directories, will au-
tomatically inform data providers and the chairs of the IN-
TERMAGNET definitive data committee (IM-DD) that the
main review process is completed. The chairs of IM-DD will
read review reports and eventually cross-check the evalua-
tions. If this assessment confirms that all quality and format
standards have been met, the data is approved and moved to
step 3, from which it is accessible from the definitive data
portals of INTERMAGNET.

3.3 Step 3 - the publication state

Step 3 marks the final publication stage of the review pro-
cess. The transfer of data to step 3 is supported by IMBOT,
which can update the publication date within the files. Data
providers are, at this point, automatically informed by mail
that their data has been finally accepted and is now accessible
through INTERMAGNET’s definitive data portals.

4 IMBOT application

IMBOT runs on a Linux-based server — currently a KATOM
industrial computer — hereafter denoted as the IMBOT server.
The IMBOT server is maintained by an operator, the IM-
BOT manager, who monitors runtime and data processing
workflows. The IMBOT server accesses the INTERMAG-
NET GIN in Paris every day, to download any new data sets.
It scans all downloaded directories for new or modified files

Geosci. Instrum. Method. Data Syst., 14, 527-539, 2025

R. Leonhardt et al.: Peer-review of data products

and directories-including STEP1, STEP2 and STEP3 direc-
tories, for Dp,ip and Dy data products. New or modified files
in the STEP1 directories are identified by comparing their
creation and modification time with an “already processed”
log. If new data is found, its directory is analyzed. Reading
and writing processes are relying on the MagPy2.0 library
(Leonhardt et al., 2025, 2013), which supports all data for-
mats currently used in the geomagnetic community and is
designed to support future modifications. IMBOT consists of
three separate applications:

— IMBOT_convert: downloads data products from the
GIN and converts the directory structure of step 3 Dpin,
so that the step 3 directory structure is similar to step 1
and step 2, simplifying further processing.

— IMBOT_scan: scans step 1 folders of Dy, and Dsec,
and compares file creation/modification times to a local
memory, namely a json style file containing details on
current states of all subdirectories.

— IMBOT _analysis: analyses modified data sets according
to the tasks defined in Sect. 2.

4.1 IMBOT for one-minute analysis

For one-minute analysis, stepl minute data is synchronized
with the IMBOT server. New or modified datasets will be
identified by comparing the current directory contents with
a local memory from the last check. If any updates are de-
tected, an initial read test on all files is performed using the
MagPy package. If reading is successful, all datasets are sub-
jected to checklmin (Reda, 2021) process in a Wine 32bit
emulation environment on the IMBOT server. Checklmin, a
Windows console application, performs fundamental checks
on file formats, metadata consistency, reported means, and
discrepancies between files. Submitting IMOs are requested
to perform this data check before submitting data and in-
clude the resulting report. Running a console application
however gets more and more complicated for data suppli-
ers as such routine is not inherently supported by any mod-
ern operating system. Thus, an automatic application simpli-
fies the future usage until INTERMAGNET updates its for-
mat requirements for Dp,. The checklmin process verifies
end-of-line characters in text files and header information,
words WO01-W16, in the INTERMAGNET Archive Format
(IAF) binary files. It tests annual mean consistency, compar-
ing yearmean.imo with values calculated from Dpi, in IAF
files. Discrepancies are only flagged if they exceed the file
resolution (1 nT & 0.1 min). Baseline metadata and obser-
vatory metadata are checked in the imoyyyy.blv file and in
the readme.imo file, respectively. While there is no INTER-
MAGNET specification for this file, its metadata should re-
main consistent with other files. Daily and hourly mean con-
sistency in IAF files is tested, ensuring differences do not ex-
ceed 0.2 nT. The format of the yearmean.imo file is also veri-
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fied. Note that checklmin does not detect incorrect field for-
mats, such as “2019 500” or “2019.500” in yearmean.imo. If
check1min reports the annual values as 999999.0, it indicates
insufficient data is available for a complete mean calculation
(<90 % of values available). For Dy, IMBOT reports re-
sults at two levels: success or failure . A failure occurs when
data is not readable and check1min could not be applied.

4.2 IMBOT for one-second analysis

For one-second analysis, new datasets are automatically
downloaded and eventually extracted (supported formats are
zip, gz and tar) to a temporary directory on the IMBOT
server. All data files are loaded and, subsequently the evalu-
ation steps as outlined below will be performed. Finally, data
will be exported into monthly IMAGCDF archive files, as
requested by INTERMAGNET, and uploaded to the step 2
directory on the GIN. The full evaluation process is summa-
rized within an individual IMBOT 1s report for each obser-
vatory. The report, eventually including recommendations on
updates/fixes, is sent to the submitting institute. E-mail ad-
dresses are taken from a local e-mail repository or, if not
available, extracted from the one-minute readme.imo sub-
mission. The report is written in Markdown language, which
can be viewed using tools such as dillinger.io, GitHub or any
text editor. If the dataset already satisfies all conditions for
final evaluation, a data checker is assigned, and the IMBOT
Is report is sent directly to them, provided that an expected
step 3 Dmin Submission is available. All automatic processes
are logged, and reports on newly evaluated data and eventual
problems are sent to the IMBOT manager. Converted data
files, reports, and, if necessary, a template for meta informa-
tion updates, are uploaded to the step 2 directory for Dgec
on the GIN. The original submissions in stepl are kept un-
changed. It is currently under discussion whether to delete
step 2 content after final acceptance and transfer of data prod-
ucts to step 3. The full data checking procedure including
IMBOTSs contribution for the analysis of one second data is
outlined in Fig. 1.

4.3 Quality levels of automatic analysis

The automatic evaluation routine for IMBOT one-second
data uses a tiered quality level system-level-0 to level-2- with
level-2 being the highest possible grade. Data suppliers will
get an automatic feedback whenever a new evaluation of their
data is triggered by IMBOT, indicating a current level of the
automatic checking routine.

4.3.1 Level-0: Critical issues

Level-0 Indicates significant problems with the data structure
that may include:

— Large gaps
— Unreadable files
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— Uninterpretable file structure

Institutes receiving a level-0 report must correct the issues
detected and may ask the IMBOT managers for support.

4.3.2 Level-1: Basic Acceptance

Any uploaded complete and fully readable dataset that can be
converted to an IMAGCDF format is automatically assigned
to level-1. The uploaded datasets can be either IAGA-2002
files or IMAGCDEF files. Supported compressed formats are
ZIP, .GZ and .TAR. If the dataset does not qualify for level-
2, a file called levell underreview will be created contain-
ing information on the evaluation status. It indicates that the
dataset could reach the next evaluation level if appropriate
information is provided or data checking is completed. A re-
port will be sent to the submitting institute by e-mail. The
data supplier is asked to solve the listed issues in order to
reach level-2. The most common issue preventing a level-
2 classification is missing meta information. Data providers
should use the “meta_IMO.txt” file received along with the
report, add to it any missing meta information as outlined and
described (an example is given in the appendix) and upload
the meta_IMO.txt file to the step1 upload directory. Upload-
ing this file or any new data file will trigger an automatic
re-evaluation.

It is possible to submit a meta_IMO.txt file with the orig-
inal submission. If IAGA-2002 files are submitted, some
required information for creating INTERMAGNET CDF
archives will always be missing. Supplying the metadata di-
rectly with the submission, enables reaching level-2 grades
without further updates.

4.3.3 Level-2: Acceptance

Level-2 requires that all meta information is provided, in-
cluding information on standard levels as outlined in the
IMAGCDF format description, like timing accuracy, in-
struments noise levels etc. Besides, a level-2 check in-
cludes some basic test on data content (completeness,
time stamping etc) and includes a basic comparison with
submitted/accepted Dpi, to confirm its definitive charac-
ter. If successful, a IMBOT 1s report is constructed (e.g.
level2_underreview.md). Again, data providers will receive
a complete report. As soon as the D dataset is accepted,
Dy is reevaluated and the data checker is assigned for the
final evaluation. All acceptance tests are performed automat-
ically by IMBOT.

4.4 Thresholds for acceptance levels

Regarding files, formats and meta information tests are per-
formed as described in Sect. 2.1 and 2.2. Any deviation will
lead to a downgrade from level-2 to level-1. If files are not
readable then level-0 is assigned. If individual data points
are missing (task 2.3), the report will contain the amount
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IMO

Data Checker

Editor/Cross Check

BGS E" https://imag-data.bgs.ac.uk/GIN_V1/

Figure 1. Flow chart of the one-second IMBOT data checking process. Data transfers are highlighted by dotted lines, notifications by dashed
lines. The INTERMAGNET observatory (IMO) uploads data to the step 1 storage of the Paris GIN. IMBOT is permanently monitoring the
GIN and downloads any new or updated data sets from stepl. Then IMBOT performs alls data checking tasks and if successful (level2)
informs data checkers (and IMO) and uploads data to step2. If not successful it informs only the IMO asking for corrections. Data checkers
perform their tests and upload a review report to step2. As soon as a review report is available, IMBOT informs the editors/cross checkers to
finish the final review. Accepted data is moved to step3 by the editors and then published at BGS webservice within 24 h.

and month of occurrence (level-1). If more than just indi-
vidual points are missing, the data set might be classified as
level-0, as such missing-data-observation might be caused by
corrupted uploads and downloads. The submitting institute,
however, can confirm the unavailability of such data easily by
using the meta_IMO.txt template. If F values are provided,
IMBOT tests whether these values are independent measures
of the field (S), as requested by INTERMAGNET. This test
is done by calculating the average 8F (= Fyector - Facalar) and
its standard deviation (057%) on a monthly basis. If S§F <1pT
and o5z < 1pT, then the provided F values have very likely
been calculated from the vector data. If both test values ex-
ceed 10pT differences, then Fyc,par is assumed to be inde-
pendent from vector data and is denoted S. The report will
contain a corresponding message. Temperature columns are
also read and monthly mean temperatures are listed in the
report for a quick validity check.

For consistency, task 2.4, a difference analysis is per-
formed by filtering Dgec to one-minute (DMM), using
the ITAGA/INTERMAGNET recommended gaussian filter
(Jankowski and Sucksdorff, 1996). Then DM is compared
to the already accepted Dpin on a monthly basis. Three quan-
tities are compared from the difference of D;gicn and Dpin,
hereinafter referred to as AD:

1. the average monthly difference for each component
AD(x,y,z) should be close to zero. Only in this case
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Dgec and Dpyjp record the same average geomagnetic
field.

2. the standard deviation of the difference o, 7 also needs
to be close to zero. Large o,5(x, y,z) indicate short
term discrepancies between Dgec and Dpip.

3. individual maximal amplitude differences, provided
are extremes of differences for each component
(A Dext(x,y,2)), help to identify differences in outlier
treatment of both data sets.

If AB(x, y,z) exceeds 0.3nT then a notification for the
data checker is added into the report. So far only one of
all tested records of the last 10 years exceeded this thresh-
old. If ADex¢(x,y,z) are very small i.e. <=0.1nT which
is the resolution of Dy, this excellent agreement indicates
that obviously Dy is the primary analyzed signal of the
submitting institute, and all “cleaning” has been performed
on this data set. Dpi, is then usually just a filtered product
of Dgec. Slightly larger A Dexi(x, y,z) < 0.3nT will be ob-
served, if either independent cleaning has been performed,
an non-gaussian filter has been used, baseline treatment dif-
fers slightly, or different instruments are the basis of both
data sets. All ADexi(x,y,z) <= 0.3nT are termed excellen-
t/good within the report and point to exemplary data treat-
ment. If ADex(x,y,2z) exceed 0.3nT but are within the IM
threshold of 5nT then the report will mention “small differ-
ences” within the monthly reports. Only if peak amplitudes
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exceed 5nT, a notification for the human data checker will
be added into the report to verify these “large differences”.
The level rating remains unaffected. IMBOT is not perform-
ing tests whether data is consistent with the underlying anal-
ysis methods like filter types, baseline methods etc, as this
is not easily possible for Dge. submissions. Consistency with
expectations by comparing with nearby sites has usually al-
ready been performed for the already accepted Dmip.

A data quality assessment, as summarized in task 2.5, is
performed but is not used as a criteria for level classifica-
tion. IMBOT runs tests and provides a summary of its results
within the report, so that the submitting institute as well as
the data checker get feedback about quality parameters. 6 F'
variations are calculated on a monthly basis for task 2.3, in
case such data is provided along with the data set. The av-
erage monthly 8 F is expected to be close to but not identi-
cal to zero, as shown above. Large deviations however, ex-
ceeding 8 F > 3nT indicate severe errors either in baseline
adoption or data treatment. The threshold of 3 nT is chosen,
as this would indicate a single day with 90nT deviation or
half a month with 6 nT deviation, thus values significantly ex-
ceeding baseline and other underlying data variations within
the 5nT threshold of INTERMAGNET. Exceeding the § F
threshold will lead to a level-1 reduction. An example of such
an observation is shown in Sect. 5.

From every month, three daily records with minimal aver-
age Kpvr (Sucksdorff et al., 1991) are extracted, altogether
36 every year. These 36 records correspond to 10 % of the
collection and are then used to estimate the average noise
level. The power spectral density (PSD) of the selected daily
records is calculated and the individual noise level of each se-
lected day is obtained as the mean of the amplitude spectrum
between Nyquist and a period of 10s. Calculation makes use
of the default matplotlib.mlab psd method (Hunter, 2007).
All daily noise levels are collected and extreme outliers are
removed by testing the median of distances from the median,
corresponding to a 2o selection in case of a normal distri-
bution. The remaining median noise level and its uncertainty
measure are provided in the report. As noise level is part of
the requested StandardLevel description of the IMAGCDF’s
meta information, you will get some recommendation for
IMOS-11 (see IMAGCDF).

4.5 The report

The IMBOT analysis report is designed to assist data
providers and data checkers in evaluating and improving data
submissions. The data checker will receive the same report
as the data supplier. The IMBOT report is titled with IMO
code and level assignment, it is structured into seven main
sections, each aimed at addressing different aspects of data
quality:

1. Issues to be clarified for level-2. This section contains
remarks on improvements if the data product is on level-
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0 or level-1. It contains a list of issues and the months
in which they were found.

2. Possible improvements (not obligatory). This section
provides suggestions for the submitting institute which
they might find useful.

3. ImagCDF standard levels as provided by the submit-
ter, provides a list of the mandatory IMAGCDF Stan-
dardLevels, their descriptions and how the data supplier
meets these criteria. In some cases, validity is verified
by IMBOT and adds notes accordingly, i.e. IMOS-11 —
noise level.

4. To be considered for final evaluation. This section is in-
tended for datacheckers. A couple of notes are summa-
rized, header differences which cannot be classified by
the automatic process and some quality verification re-
quests are listed.

5. Provided Header information, offers an overview on im-
portant header contents.

6. Basic analysis information lists important values as ob-
tained from the analysis and underlying software prod-
ucts used for evaluation.

7. Details on monthly evaluation is the longest and most
detailed part, it provides month-by-month summaries,
including the average values and test results as dis-
cussed in Sect. 4.2.2.

4.6 Homogenizing data products for publications

Every successful analysis of step 1 data (submission state)
obtaining an IMBOT level-1 or level-2 is converted into a
step 2 data product (editorial state). These step 2 archive files
follow the naming and content conventions of the most re-
cent IMAGCDEF versionl.3 (at the time of writing this arti-
cle). The data checker can access the editorial step 2 files
without compression and format issues. All INTERMAG-
NET software products recommended for data checkers can
handle editorial step 2 contents. The conversion routine also
incorporates manually provided meta information from the
meta_IMO.txt templates. This procedure ascertains that final
publication products are standardized and easier to review, as
basically all format issues have been solved this way. Conver-
sion, however, does not alter or modify the submitted data in
any way.

Step 2 files will also contain any auxiliary dataset like tem-
perature or scalar data in the original resolution. The step 1
meta information will be preserved completely, adding any
additional information provided with a metadata template.
The filename, time column names, and the numerical input
types (strings will be transformed to floats) might be con-
verted to meet the IMAGCDF 1.3 standard. Obviously, the
file format type will be updated to 1.3 for step2 products.
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5 Results for automatic analyses of step 1 data

The analysis of Dpip is relatively straightforward and the au-
tomatic routine is basically only a notification system. The
checklmin routine is well-established and the automatic test-
ing and notification procedure does not contain any signifi-
cant obstacles. Therefore, this section focuses on the much
more heterogeneous and voluminous Dgec, which is also the
main motivation for developing an automatic assistance sys-
tem like IMBOT. For the following in-depth analysis, we se-
lected submissions from two recent years and will summa-
rize the current status as of April 2025. It is important to note
that this status is not fully reproducible as IMOs continu-
ously review and modify their step 1 data products in order to
meet publication criteria. This particularly affects 2022 data
sets which are currently handled by INTERMAGNET data
checkers and will gradually be extended to earlier submis-
sions. This manuscript is based on the submission state as of
23 March 2025.

5.1 One-second data submissions and status of
automatic analysis

Table 1 summarizes the current submission status of Dgec
since the official start in 2014. Such an overview is of partic-
ular interest for data managers and although this just repre-
sents a current status at the time when submitting this article,
such information can be easily extracted anytime from IM-
BOT using its management interaction tool IMBOT _report.
A peak in submission (Ngyp) was reached for 2018 with data
sets from 53 INTERMAGNET observatories, indicating that
about half of the IMOs are ready to provide such high fre-
quency products. Shown are also the amount of successful
automatic analyses in step2 (Ngy). An automatic analysis
is termed successful if level-2 is reached. Only in this case,
provided that corresponding D, has been accepted, human
referees are informed and continue the evaluation process.
Automatic IMBOT analyses are currently active for 2019
onwards, although earlier years have been partly analyzed
for testing purposes. The amount of data sets which have
been checked by human data checkers and (in all cases) have
been finally accepted for publication is shown in column
Nyc. Please note that the manual data checking procedure
has started only recently, explaining the relative low number
of currently accepted data products. In order to save storage
space on GINs it is also planned to remove accepted step2
Dy after this data sets are published on the INTERMAG-
NET portal, as the underlying data will be identical. Thus,
only the originally submitted raw data product and the ho-
mogenized published archive are preserved, the latter includ-
ing review protocols of IMBOT and the human data checker.
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Table 1. Current submissions and their review state. IMBOT is run-
ning only for submission from 2019 onwards. The human cross-
checking process is currently beginning. The relatively low number
of level-2 data (Nayt) compared to submitted data Ny, for 2023 is
related to yet missing meta files from one organization.

year Ngwp Naut  Nac

2014 41 - -
2015 44 - -
2016 45 - -
2017 45 - -
2018 53 -

2019 50 40
2020 43 35
2021 32 28
2022 29 26
2023 20 14%*
2024 0 0

SO N A~ oo k|

5.2 In-depth analysis of submitted data sets

Any automatic analysis system requires accurate monitoring
and statistical analysis tools particularly when it comes to
pre-selections of data products suitable for a final review or
not. This is of essential interest not only for the data pub-
lisher, but also for the data supplier who usually denotes a
significant amount of work to get their data products ready
for publication. In order to outline how IMBOT is approach-
ing these two challenges we will firstly have a detailed look
on INTERMAGNET data submissions. For this report we
will focus on submissions from two years, 2016 and 2022.

One-second data products from 45 observatories have
been submitted for 2016. These data files have been uploaded
to the step 1 folder of the Paris GIN in various different ways
and formats. A summary of the underlying formats is shown
in Fig. 2. Submissions make use of either the [AGA-2002
format or different versions of IMAGCDF (Bracke, 2025).
TAGA-2002 submissions cover daily records which then have
been packed into either daily, monthly or yearly zip files us-
ing zip or tgz compressions tools. In three cases complex
non-standard compression routines were used. IMAGCDF
file submissions consist mostly of daily files, compressed in
gnuzip or zips or just combined into tar archives. Monthly
IMAGCDEF files without any additional compression as re-
quested in 2016 by INTERMAGNET are provided by 11 ob-
servatories only.

Since 2016 INTERMAGNET and several observatories
provided new tools for IMAGCDF export and also the of-
ficial CDF tools improved. When looking at the submission
status for 2022, the proportion of correct submissions using a
modern version of the IMAGCDF format increased strongly
(Fig. 3). The heterogeneity in packing and compression al-
gorithms significantly decreased. Three observatories sub-
mitted data sets with flagging information, denoted with a

https://doi.org/10.5194/gi-14-527-2025



R. Leonhardt et al.: Peer-review of data products

2016

IMAGCDF 1.2

IMAGCDF unspecified

IMAGCDF 1.1

IAGA-2002

Figure 2. Distribution of data formats submitted in 2016. Later sub-
missions mainly used the IMAGCDF1.2 format. About 1/3 of the
submissions still use [AGA-2002 with limited 10 pT resolution.

2022

IMAGCDF 1.2

IMAGCDF 1.1
IMAGCDF (1.3 -> 1.2.1

IAGA-2002

Figure 3. Distribution of data formats submitted in 2022. Only a
few IAGA-2002 submissions remain. Some submissions use an ex-
perimental IMAGCDF version including flagging information.

preliminary, in-official version number 1.3, which will here-
inafter denoted as version 1.2.1. For three observatories, a
step 3 Dpin is not available (ABK, DED, HRN). Therefore,
these data sets are missing in the latter quality analyses.

The automatic analysis routine IMBOT is able to extract
data from all compression and archiving formats used so far
in data submission. It further can handle all different file for-
mats and their underlying versions and data coverages. Thus
the automatic system is able to overcome problems of data
suppliers to fulfill stringent format requirements, which is of
significant help for some institutions. Adapt quickly to such
requirements requires manpower and IT support which is not
equally available in observatories.

5.3 Data quality of 2016 and 2022 submissions

After downloading and extracting all data submissions, data
is subject to the checking procedure as outlined in Sect. 4.
When looking at the automatic level assignment and compar-
ing submissions for 2016 and 2022 one can easily spot that
the relative amount of level-2 grades significantly increased
between those years. The main reason of level-1 grades in
pre-2020 submissions is missing meta information, particu-
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Current status of submitted data

2016 2022

Figure 4. IMBOT level assignments during the automatic data
checking process. In 2022 the majority of data sets fulfills all testing
criteria.

larly the required information on StandardLevel classifica-
tion of field PartialStandDesc (Bracke, 2025). For the 2022
submissions, IMBOT sent meta-information templates to the
data suppliers in case such meta-information was missing.
These meta files have been correctly used by all those obser-
vatories. The data supplier does not need to recreate all data
sets, they just need to upload the required meta-information
in a simple text file which will then be considered by IMBOT
and included into the converted step 2 editorial data prod-
ucts. Thus the relative proportion of level-2 data sets is much
higher for 2022 than for 2016 (Fig. 4). For 2022 only three
level-1 data products and no level-0 product oppose 26 level-
2 data sets. For 2016 we find 21 level-1 and two level-0 data
sets together with 18 level-2 data sets. The main reason for
level-0, only observed in old 2016 submissions, are missing
data or individual unreadable, likely corrupted data files.

After missing meta information, the second reason for
level-1 products in 2016 is missing data due to insufficient
file coverage. The main reason for two level-1 data prod-
ucts in 2022 is related to significant disturbances of 6 F (see
Sect. 4.4), typically observed for a single month only. Sig-
nificant deviations of § F from zero, as found for two days in
Fig. 5, indicate a problem with baseline adoption.

For most IMOs providing D¢, the noise level is usually
relatively low, even below 20 pT/+/Hz for half of the data
suppliers for 2016. For 2022 the majority of submissions
are characterized by noise levels below 20 pT/+/Hz (Fig. 6).
Only two data sets exceed a noise level of 100pT/v/Hz
which then needs to be mentioned in IMOS-11 of the Par-
tialStandDesc, which one of the observatories did. As the
noise level is only estimated on 10 % of the collection and
the method might also differ from the techniques used by the
data provider, such discrepancy is only reported but not used
for level reduction. It is up to the human data checker to dis-
cuss a possible issue with the data supplier.

Noise level and a comparison to other observatories might
be helpful when planning instrument and installation up-
grades. Data suppliers and data checkers might test the power
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Figure 6. Median noise levels for all IMOs submitting data in 2022. Shown are 28 observatories providing definitve data. Non-definitive data

of one observatory was ignored for this diagramm.

spectral density function for identifying technical and other
noise contributions in lower frequencies, which eventually
can point to spurious signal contributions from other instru-
ments or electronic devices.
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6 Discussion and Conclusion

Automatic systems for quality control are of particular inter-
est in the evaluation of large data sets. Geomagnetic data is
particularly challenging due to its non-stationary character
and the highly dynamic, non-periodic signal contributions
comprising a wide range of different frequencies and ori-
gins. Careful control by the data providers and removal or
marking of spurious signals is of great interest for the end-
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user. INTERMAGNET asks their data suppliers to perform
careful data quality control, and subjects submit data to a
peer review system, which unquestionably increases trust-
worthiness for the end-user. However, such testing and re-
view procedures delays the data availability to end-users and
increases the amount of work for referees, usually volun-
teers with limited time. As shown in this work, the IMBOT
system is automating the evaluation process, and informing
both data providers and referees at every stage, from sub-
mission to final publication. IMBOT enhances efficiency, en-
sures adherence to INTERMAGNET standards, and deliv-
ers high-quality geomagnetic data to the scientific and oper-
ational user community in a timely and transparent manner.
In all level-1 and level-0 cases, the automatic report contains
instructions for the data supplier on how to obtain a level-2
data product. In most cases this requires meta information,
re-uploading of individual files or confirmation/correction of
missing data. The report will contain the respective month, so
that the data supplier can quickly identify the source of the
error report. When updating the corresponding files and up-
loading the corrected data sets, IMBOT will be triggered and
the data product will be reanalyzed. Therefore, the data sup-
plier will get again an immediate feedback on his data sub-
mission and can react to eventually arising problems within
hours to days, significantly speeding up the publication pro-
cess. IMBOT tests various typical problems and produces an
editorial output conforming with IM standards, the amount
of work for data checkers is also drastically reduced. It is es-
timated that the work carried out by IMBOT is equivalent to
at least two full working days of human labour for each data
check.

IMBOT is ready for a number of future challenges. It can
treat data which includes flagging information. IMBOT one-
minute is already capable of reading and analyzing other
Din formats i.e. like a yearly IMAGCDF one-minute data
file IMO_2016_PT1M.cdf). At the current state only basic
read tests, verifying correct data formats and general read-
ability are performed. This one-minute test module can, how-
ever, be extended for more intense data checking similar to
check1min. Although IMBOT has been created for definitive
Dy it can also be modified and used for other data sets as
well. A possible application would be high resolution vari-
ation data which could be quickly checked with such rou-
tine and provided as a tested data product by INTERMAG-
NET basically on the fly. Further data sources might also
be included, as long as the data formats are supported by
MagPy (Leonhardt et al., 2025) which is used as format in-
terpreter for IMBOT. As the main developer of MagPy is in-
volved in IMBOT and also in the INTERMAGNET definitive
data committee, any format changes are quickly included.
IMBOT is written completely modular. Each checking tech-
nique is described and coded in an individual module. Thus,
IMBOT can be simply extended or modified towards other
tests and data sets and its methods might be applied to com-
pletely different projects. The IMBOT repository with all
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modules and methods is available on GitHUB under MIT li-
cence (https://github.com/geomagpy/IMBOT, last access: 11
November 2025). It is possible to fork this repository and
adapt it to other data sources. The repository is actively main-
tained by the authors. Updates are only included upon request
by the INTERMANGET definitive data committee, which
meets at least once per year. A quick and easy way for re-
porting problems makes use of the GitHUB issues, so that
the authors are automatically informed. When adapting this
project on other data sets you have to consider that all data
quality testing routines have been developed for geomagnetic
data. As long as the underlying data formats are supported by
MagPy, the effort to adapt the tools for your data set is rela-
tively small.

It is an ongoing discussion which criteria and thresholds
are necessary in order to evaluate submitted data sets. IM-
BOT makes use of a conservative approach. The highest au-
tomatic grade requires that the data sets are readable, com-
plete and (correctly) contain all requested information for the
IMAGCDEF file format. Data quality is tested but only acts
as criteria for severe deviations from expected ranges (i.e.
Fig. 6).

Any final judgement of data quality or more sophisticated
analysis of its definitive character is subject of a final analy-
sis by human data checkers. Data checkers are automatically
informed as soon as the automatic analysis is successfuly fin-
ished. They also receive automatic reports and access to raw
and converted data submissions. INTERMAGNET provides
serveral software packages for manual data checking. The
decision of the data checker is then cross checked by the ed-
itor, typically the chair of INTERMAGNET definitive data
committee. Only if both data checker and editor accept the
data, then the submission will be published by INTERMAG-
NET. As the submitted data sets are automatically converted
to a common data format, further data access is straightfor-
ward. A detailed level report allows to judge the classification
also for end users and eventually select data which suit their
needs. Due to the detailed standard level description of the
IMAGCDF format, a level-2 product already contains essen-
tial details on data quality as provided by the data submit-
ter. Part of this information is cross checked by IMBOT (e.g.
noise level). Based on this information already a level-2 data
set is complete, conclusive and usable for end users. From a
modeler’s perspective, this information is sufficient to work
with the data products.

IMBOT can be used instantly for all future processing of
new Dy uploads. It can also be used to start an evalua-
tion of all submitted data sets from 2014 onwards and pro-
vides the possibility to get these data sets published on IN-
TERMAGNET within a short time. For testing the capabil-
ities of IMBOT and for reviewing its methods, it is possi-
ble to run IMBOT for selected observatories and to send
reports and mails only to a selected group of referees. It is
our intention to describe IMBOT and all methods as best as
possible. The source code is accessible and, thus, the eval-
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uation process is transparent for both submitters and end
users (https://github.com/geomagpy/IMBOT, last access: 11
November 2025).

Appendix A: Appendix - the meta_IMO template

R. Leonhardt et al.: Peer-review of data products

## Parameter sheet for additional/missing metainformation

B o

## Please provide key - value pairs as shown below.

## The key need to correspond to the IMAGCDF key. Please

## check out the IMAGCDF format description at INTERMAGNET

## for details. Alternatively you can use MagPy header keys.
## Values must not contain special characters or colons.

## Enter "None" to indicate that a value is not available

## Comments need to start in new lines and every comment line.

## must start with a hash.

## Please note - you can also provide optional keys here.

##

## Example:

# Provide a valid standard level
StandardLevel partial

(full, partial), None 1is not accepted

# If Standard Level is partial, provide a list of standards met

PartialStandDesc

IMOS11,IMOS14,IMOS41

# Reference to your institution (e.g. webaddress)

ReferencelLinks

# Provide Data Terms
TermsOfUse

# Missing data treatment
#MissingData confirmed

Further examples can be found in the GitHUB reposi-
tory at the end of the README.md file (https://github.com/
geomagpy/IMBOT, last access: 11 November 2025).

Code availability. The full code of IMBOT will be published as
public repository on GitHUB. The repository is available here https:
//github.com/geomagpy/IMBOT (last access: 15 December 2025)
(https://doi.org/10.5281/zenodo.17235429, Leonhardt, 2025), cur-
rently on private state.

Data availability. Underlying data is avail-
able on the INTERMAGNET data repository
(https://doi.org/10.25504/FAIRsharing.68d251, FAIRsharing.org,
1987).
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(e.g. creative common licence)
Do whatever you want with my data

(if data is not available please uncomment)
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