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Abstract. The Cluster/CODIF sensor is a time-of-flight in-
strument that measures the ion composition over the energy
range 40 eV e−1 to 40 keV e−1. It operated for 4 yr on S/C 1,
9 yr on S/C 3, and is still operational on S/C 4, after more
than 12 yr. During this time the total ion detection efficiency
has decreased by a factor of 50. In this paper, we describe the
methods used to track the efficiency changes throughout the
mission for the three different spacecraft and for the different
ion species. The methods include calculations of the efficien-
cies using rate data collected in the instrument, comparisons
with other instruments on the Cluster satellites, and checks
based on geophysically reasonable assumptions.

1 Introduction

The Cluster/CODIF instrument measures ion composition
over the energy range∼ 40 eV to 40 keV e−1. The CODIF in-
strument operated on S/C 1 from 1 February 2001 to 24 Oc-
tober 2004, on S/C 3 from 1 February 2001 to 11 Novem-
ber 2009, and on S/C 4 from 1 February 2001 through the
present time, and is still operating. The instrument never
operated on S/C 2. The Cluster/CODIF instrument is a
combination of an electrostatic analyzer followed by post-
acceleration of 15 kV, and then a time of flight section, as
described in Rème et al. (2001). Details of the instrument are
also discussed in Möbius et al. (1998). The entrance into the
electrostatic analyzer is divided into two 180◦ sections. Grids
in the entrance define the geometric factor of the two sides.
One side, with highly transparent grids, is called the “high
side”, or HS. The other side, with grids that drop the flux by
a factor of 100, is called the “low side”, or LS. Only one side
is used at any time.

After exiting the analyzer, ions go through a thin carbon
foil at the entrance to the time-of-flight section. Electrons
knocked out of the foil are steered to a microchannel plate
(MCP). The MCP pulse from the electrons is used to cre-
ate two signals: a “start signal”, which is used to initiate the
time-of-flight calculation, and a “position” signal that indi-
cates the direction from which the ion entered the instrument.
The position is determined by detecting the signal in one of
eight 22.5◦ sections. After passing through the foil, the ion
traverses the flight path and hits an MCP to create the “stop”
pulse. A “valid event” within the instrument requires a “start”
and a “stop” pulse, to get the time-of-flight, and a “position”
pulse. The ion species (mass per charge) is determined by
the combination of the energy per charge of the ion, from the
electrostatic analyzer, and the time-of-flight of the ion over
the known flight path length.

The number of ions detected for a given input flux depends
on a number of factors. First, it is a function of the geometric
factor, which includes the geometry of the electrostatic an-
alyzer and the transparency of any grids in the optics path.
Then it is determined by the efficiency of the three required
signals. The start pulse efficiency depends on the number of
electrons emitted from the carbon foil, which varies statisti-
cally with the particle energy and species (Ritzau and Baragi-
ola, 1998; Allegrini et al., 2003), the fraction of the electrons
that are steered to the detector, and the active area of the MCP
itself (∼ 50 %). The start and position signals are obtained
from the electron pulse from the MCP by a grid that sepa-
rates the pulse into two parts. The start signal comes from
the grid, while the position signal comes from the electrons
that go through the grid to an anode (Fig. 11 in Rème et al.,
2001). Thus the difference in efficiency of the detection of
the two signals depends on the transparency of the grid, and
on the thresholds in the two sets of electronics that detect
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226 L. M. Kistler et al.: In-flight calibration of the Cluster/CODIF sensor

the signals. The size of the pulse from the MCP has some
statistical variation. If operating at optimum gain, each ion
would give a pulse large enough to be measured. However
if the gain is not optimum, some fraction of the signals will
be below the detection threshold. The stop pulse efficiency
depends on the fraction of ions that reach the detector, and
again, the active area of the MCP and the electronics detec-
tion efficiency. The fraction of ions that reach the detector is a
function of the amount that the ions scatter in the foil, which
depends on the particle species and energy (e.g., Gonin et al.,
1992). Finally, to be counted as a particular ion species, the
ion must have a time-of-flight that falls between defined lim-
its. Because of energy loss in the foil (e.g., Allegrini et al.,
2006), the peaks in time of flight are not symmetric, but have
a tail towards longer times of flight (Fig. 16 in Rème et al.,
2001). Some fraction of the ions will fall outside the defined
limits (Fig. 17 in Rème et al., 2001). This also needs to be
taken into account.

Most of these dependencies are not expected to change
with time. The instruments were well calibrated before
launch over the full range of energies using the four major
ion species expected in the instrument: H+, O+, He+, and
He++. The results of the ground calibrations are summarized
in Kistler (2000a,b,c). However, the gain of the microchan-
nel plates does decrease significantly over time (Sandel et al.,
1977; Drake et al., 1998; Kishimoto et al., 2006). In princi-
ple, the gain can be increased by increasing the MCP volt-
age. However there are two aspects of the instrument that
limit the effectiveness of raising the voltage. The first aspect
is the MCP geometry. The instrument uses large MCPs with
the same MCP covering both the start and stop signals. In
addition, the instrument has 4 quadrants of MCPs, covering
the full 360◦ entrance, both the LS and the HS, and there is
only one MCP power supply for the four quadrants. Thus,
while the efficiency may decrease on one part of an MCP,
or on one set of MCPs, increasing the voltage will increase
the gain over the whole MCP area. The second aspect is that
the MCPs are located at high voltage (HV), and the elec-
tron pulse from the MCP goes across the high-voltage gap
(∼ 12 kV) to the anode plane (Fig. 11 in Rème et al., 2001).
If the gain gets too high, there can be a large current across
the high-voltage gap that can trigger the HV power supply
to shut down. Since the gain of the MCPs does not change
uniformly, part of an MCP may require a higher voltage, but
that makes the gain too high in other areas. Thus there is a
limit to how high the MCP voltage can be raised. While the
MCP voltages have been increased to improve the gain over
the course of the mission, the instrument has also had to op-
erate with a reduced gain, and tracking this non-uniform gain
change, and determining how it affects the efficiencies of the
different species, is a significant calibration effort.

An overview of some of the in-flight calibration tech-
niques used for Cluster/CODIF, and the resulting calibrations
through 2003 are presented in McFadden et al. (2007). In this
paper we provide an updated description of the calibration

techniques, including additional cross-calibration techniques
that have been applied later in the mission, and show how the
calibrations have changed over the 12 yr time period.

2 H+ calibration

Because H+ dominates the flux of ions almost all the time,
H+ can be calibrated using the widest range of techniques.
The “engineering rate” counters, which count the start, stop,
and position pulses, are dominated by H+. This allows the
efficiency of H+ to be determined directly. Geophysically
reasonable assumptions can also be used to check the deter-
mined efficiency. The ion pressure is usually dominated by
H+, so in some cases the H+ calibration can be checked by
monitoring for pressure balance as the spacecraft transitions
through different regions in the magnetosphere. In addition,
the ion and electron densities in a plasma should be the same,
so in time periods where the CODIF energy range carries the
dominant density, the CODIF-measured density can be com-
pared with that measured by the electrons with the PEACE
instrument (Johnston et al., 1997), with the electron density
determined through wave measurements by the WHISPER
instrument (Décréau et al., 2001; Trotignon et al., 2010), as
well as with the ion density calculated by the all-ion instru-
ment, Hot-Ion Analyzer (HIA; Rème et al., 2001).

2.1 High side signal efficiencies using engineering rates

A valid event in the CODIF instrument requires a start and a
stop pulse in coincidence, and one and only one position sig-
nal. The efficiencies for getting a start pulse and a stop pulse
can be determined using the start rate (SF), the stop rate (SR),
and the start/stop coincidence rate (SFR). The fraction of ions
that give a coincidence for each measured start count gives a
measure of the stop efficiency. Similarly, the fraction of ions
that give a coincidence for each measured stop count is a
measure of the start efficiency. The fraction of the ions that
give a single position, SEV, for each measured coincidence,
SFR, is the “single position” efficiency. To summarize,

Stop_Efficiency= SFR/SF (1)

Start_Efficiency= SFR/SR (2)

Single_Position_Efficiency= SEV/SFR. (3)

The product of these three efficiencies gives the total effi-
ciency. Again, we note that these rates count all species, but
are normally dominated by H+.

There is one final caveat that applies to the stop rate. While
SF and SFR directly measure the signal used to start the time-
of-flight and the coincidence rate, the SR is a separate signal
derived from the stop rate, but is not directly the signal used
by the time-of-flight circuit. Thus, the threshold on the SR
signal may be different from the threshold of the “stop” sig-
nal used in the time of flight. While an effort was made to ad-
just the threshold prior to launch, the actual thresholds ended
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up different on the three operating sensors. S/C 1 had the SR
that most reliably tracked the real stop, while the instruments
on the other two spacecraft had thresholds set somewhat too
high, so that in general, the SR is lower than the actual “stop”
rate. As a result, calculations of the start efficiency using this
method can be greater than 1. When CODIF on S/C 1 op-
erated, we used S/C 1 for our baseline calibration, and then
verified the other two spacecraft calibrations through cross-
calibration with S/C 1. After 2004, when CODIF on S/C 1
no longer operated, we began to rely on the pressure balance
technique in the magnetotail and cusp as a method to cross-
check the calibration. This will be discussed in Sect. 2.2

Figure 1 shows the “stop”, “start”, and “single position”
efficiencies for 1 keV ions from 2001 into 2012 for the HS
of CODIF on S/C 4. The bottom panel shows the MCP set
values over the mission. Clearly, the sharp increases in effi-
ciencies correspond with time periods when the MCP volt-
age was increased. The changes in the stop efficiency (top
panel) are relatively modest. It started at∼ 0.65 at the be-
ginning of mission, and dropped to 0.4 at its lowest, in 2008
and 2009. In July 2009 a final attempt to increase the volt-
age was performed, which brought the stop efficiency up to
∼ 0.5, where it has remained, quite stable, since then. We be-
lieve that the relative stability of the stop pulse efficiency is
due to the spread of ions that create the stop signal on the
MCP. Because they are spread over a large area of the MCP,
due to scattering in the foil, no single area of the MCP has
had a large decrease in efficiency.

The start efficiency, shown in the second panel, has
changed more dramatically. As noted above, the numbers
greater than one are due to the thresholds of the SR. But
the efficiency overall has dropped to 25 % of its initial value.
The final MCP increase brought it back up slightly, but it
is still significantly lower than what it had been at the start
of the mission. The greater decrease compared to the “stop”
signal is because the electrons from the foil are steered and
focused onto the MCP, towards the center of each position.
Thus, only a small area of the MCP receives the majority of
the flux resulting in a larger decrease in efficiency.

The single position efficiency (third panel) also began
decreasing after launch. The reason for this was initially
not clear. Because the position signals in general have a
lower threshold than the start signals, any signal that gives
a start should also give a position, even when the pulse
height is small. Thus any start/stop coincidence (SFR) should
have had a corresponding position signal, and the expected
SEV / SFR ratio should be close to 1. We found that the rea-
son that the single position efficiency decreases is an error in
the event logic. The registers that record that a position sig-
nal has been observed are not cleared at the beginning of an
event. As a result, if an ion generates a “position” signal but
not a start signal, that position is saved in the register, but not
counted as an event. When a new event occurs that does have
a start signal and a position signal, the logic checks whether
one and only one position signal has been detected and finds
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Fig. 1. Stop, start, and single position efficiencies for SC4 from
2001 to 2012 for 1 keV ions. The bottom panel shows the setting
for the voltage across the MCP.

two positions. Thus the event is rejected. At the beginning
of the mission, almost all events that had a position signal
also had a start signal. But as the MCP gain decreased, it in-
creased the probability that a position signal would be mea-
sured with no corresponding start signal, which generates the
invalid events. Thus, when the start efficiency goes down, the
single position efficiency also goes down, essentially squar-
ing the effect of the decrease in start efficiency in the total
efficiency calculation.

2.2 High side total efficiencies

As discussed above, because of issues with the SR on S/C 4,
the engineering rates give an indication of how the efficien-
cies have changed, but do not give the absolute value. Start-
ing towards the end of 2004, when CODIF on S/C 1 stopped
operating, we use pressure balance in the magnetotail and
cusp to validate the changes in efficiency. Figure 2 shows
an example illustrating the technique. In the magnetotail,
the pressure changes from being dominated by the magnetic
field close to the lobes to being dominated by the plasma
pressure close to the neutral sheet, with the overall pressure
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Fig. 2.An example time period when pressure balance in the tail can
be used to check the H+ calibration. The panels, from top to bot-
tom, give the solar wind pressure, the H+ energy spectrogram, the
plasma pressure, the magnetic field pressure, and the total pressure.

remaining approximately constant (Fairfield et al., 1981).
During a plasma sheet encounter, the tail flaps or waves, so
that the spacecraft moves from areas dominated by magnetic
pressure to areas dominated by particle pressure. In Fig. 2,
the top panel shows the solar wind pressure at this time. This
information is used in order to avoid time periods that have
a large change in the solar wind pressure. The second panel
shows the H+ energy spectrum during the plasma sheet en-
counter. The next three panels show the plasma pressure, the
magnetic field pressure, and the total pressure. In this exam-
ple, the spacecraft starts close to the lobe, with the pressure
dominated by the magnetic field. It then moves closer to the
neutral sheet, reaching the neutral sheet at∼ 10 UT. During
this time, the magnetic pressure in general decreases while
the plasma pressure increases. However there are a number
of brief excursions to regions of higher plasma pressure, no-
tably at 06:30 and 07:45 UT. We have adjusted the CODIF
efficiency by hand for each event so that the total pressure,
shown in the last panel, maintains the smoothest possible
profile during these sharp transitions.

Fig. 3. Adjustment factors to the efficiencies, determined using
pressure balance. The large increase corresponds to when the MCP
voltage was increased in 2009.
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Fig. 4.Normalized total efficiencies derived using rate data (circles)
and after the adjustments based on the pressure balance technique
(blue line). The efficiencies are normalized to 1.0 at the start of
mission.

Figure 3 shows the adjustment parameters that were de-
termined for time periods after 2004, and the adjustment
curve that was derived. This curve was used to modify the
total efficiency determined from the rate data. The results are
shown in Fig. 4. The red circles show the normalized total
efficiency determined by taking the product of the three rate-
based efficiencies shown in Fig. 1, and normalizing the re-
sult to 1.0 at the start of the mission. The blue line shows
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Fig. 5.H+ normalized total efficiencies for the high side of the three
CODIF instruments.

the final normalized total efficiency, determined by adjust-
ing the curve determined from the rate data with the pressure
adjustment curve from Fig. 3. Again, the reason that an ad-
justment is required is due to the inaccurate measure of the
stop rate, SR.

Figure 5 shows the H+ normalized total efficiencies for
the HS on all three instruments. The overall changes were
similar on the three spacecraft.

2.3 Low side total efficiencies

As discussed in the introduction, the LS has a geometric
factor that is a factor of 100 smaller than the HS. Thus the
amount of flux on its MCPs is dramatically less. As a result,
its efficiencies remained essentially constant for the first four
years of the mission. However, after that, they also started
to decline. The low side of the instrument is used predomi-
nantly on S/C 4 in the magnetosheath and in the solar wind.
In these regions, the high flux saturates the electronics on the
high side, and so the low side is used. In the magnetosheath,
the WHISPER instrument is able to derive the total plasma
density by identifying the plasma frequency in the data. The
HIA all-ion instrument has been well cross-calibrated against
WHISPER in this region (see Blagau et al., 2013). The dom-
inant particle energy in the magnetosheath is∼ 1 keV, so
the distribution is well contained within the CODIF energy
range, as well as in the energy ranges covered by HIA and
PEACE. Thus it is fitting to also cross-calibrate the Cluster
LS against these instruments.

The LS calibration has been done in two ways. First, the
pressure measured by the CODIF instrument is compared
before and after the time when CODIF switches from the
HS to the LS. This normally occurs in the outer magneto-
sphere when the flux is low, and is dominated by high-energy
(∼ 10 keV) ions. Second, the CODIF densities are compared
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Fig. 6. CODIF SC/4 LS comparisons with the density measure-
ments from HIA, PEACE (electrons) and WHISPER (electrons),
and with pressure measurements from the CODIF HS.
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Fig. 7.H+ normalized total efficiencies for the low side of SC 4.

with electron densities from WHISPER and PEACE, and ion
densities from HIA in the magnetosheath. All data were ob-
tained from the Cluster Active Archive (CAA). In this case,
the dominant energy is∼ 1 keV. Figure 6 shows the ratio of
the CODIF LS measurement with the density measurements
by HIA, PEACE and WHISPER, and the pressure measure-
ments using the HS of CODIF. The comparisons with the
HS on CODIF were done after the HS efficiency corrections
had been finalized. All methods consistently show that the
LS side efficiency began decreasing in 2005. When the MCP
voltage was increased in 2009, the efficiency then increased,
but only up to 50 % of its initial value. From these mea-
surements, the normalized total efficiency curve for the LS,
shown in Fig. 7, was determined.
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Fig. 8. (a)Angle map showing how the eight position anodes in the instrument are combined with the spacecraft spin to create an 88-angle
product.(b) A Mollweide projection showing how the 88 angles cover the full sphere.

2.4 Relative anode efficiencies

As discussed above, the change in the efficiency is often not
uniform across the MCPs. The efficiencies as determined
from the rates, or from pressure balance or density compar-
isons only give information about the whole side (HS or LS)
of the instrument. However, the relative efficiencies of differ-
ent positions (or anodes) are also important. If an anisotropy
is introduced due to non-uniform efficiencies, a calculation
of the velocity in the spin-axis direction will result in an
anomalous velocity. In order to calculate the velocity vec-
tor accurately, the relative calibrations within the instrument
must also be corrected.

The method for calculating the relative efficiencies is to
normalize the efficiencies at different positions, or anodes, in
the instrument by assuming gyrotropy during selected time
periods. The selected time periods are either from the outer
magnetosphere, where the distribution is normally peaked at
90 degrees, or in the plasma sheet, where the distribution is
normally isotropic. This normalization is done using the 3D
distribution function products that are included in the science
data from the instrument. The data accumulated in the 3-D
distribution function products are binned by both species and
angle. The eight instrument anodes on each side (HS or LS)
give eight 22.5◦ polar angles, as described above. The az-
imuthal angle, in the spin plane, is determined by syncing

the data accumulation to the spacecraft spin. The full spin is
divided into 16 sectors of 22.5◦. Figure 8a shows how the
eight polar angles and 16 azimuthal angles are combined to
give 88 total angles. Figure 8b shows how these 88 angles
cover the sphere in a Mollweide projection. Depending on
the magnetic field orientation, one anode (corresponding to
one row in Fig. 8a) can cover a range of pitch angles during
a spacecraft spin. The flux is calculated for each of the 88
angles, and is plotted at the pitch angle determined for that
position. Each anode contributes 4 to 16 individual points on
the pitch angle plot. Then each anode is individually adjusted
so that the flux is the same at a given pitch angle.

Figures 9–11 illustrate an example from a time when the
spacecraft are in the plasma sheet. Figure 9 shows the pitch
angle distribution for H+ at 11 different energies. In each
panel, there is one point for each of the 88 angles in the 3-
D distribution. The different colors/symbols indicate which
anode was used. A fit is performed to the points around 90◦

(90◦
± 45◦) in order to determine the average pitch angle dis-

tribution, as shown with a black line in Fig. 9. Then a nor-
malization factor is determined for each anode at each en-
ergy that will make the flux measured by that anode, over the
range of pitch angles that it covers, best match the average
fit. In this case, the flux of anode 8 (red) is systematically
high, while the flux for anode 5 (greenish yellow) is low. The
resulting normalized pitch angle plots are shown in Fig. 10.
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Fig. 9.The flux as a function of pitch angle for individual anodes on
the CODIF high side. Each panel shows a different energy channel,
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Now, for each energy and pitch angle, all anodes give the
same flux. Then, the adjustment parameters determined for
each anode and energy are used to redefine the calibration
curves. The final result is shown in Fig. 11. The top panel
shows the original curves used to make the first pitch an-
gle plot, and the bottom panel shows the revised curves. To
make the revised curves, the points for each anode at each en-
ergy where there are sufficient counts to make a pitch angle
fit are shifted based on the normalization factor. Then addi-
tional points are added at 60 and 14 keV to force the fit to
follow the same trend as the data at the outer limits of the
instrument energy range. Then a fit is done to this new set
of points to generate the curve. This procedure is performed
about once per month, and more often if the distributions
show a significant change.

After the new files with the relative anode efficiencies have
been determined, the efficiencies are checked by calculating
the average velocities in the plasma sheet. Figure 12 shows
a comparison of orbit averages of the density and the three
components of the velocity for CODIF on SC4, and HIA on
SC1 and SC3, in GSE coordinates. Thex andy coordinates
are approximately in the spin plane, and so the relative anode
efficiency does not significantly affect these velocities. The
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Fig. 10. The flux as a function of pitch angle for individual an-
odes on the CODIF high side after each individual anode has been
normalized.

z coordinate is almost along the spin plane, so any discrep-
ancies in the relative anode efficiencies are observed here. It
is expected that the average velocity inz should be 0. The
relative anode efficiencies are adjusted to keep the error to
less than 15 km s−1.

3 O+ calibration

O+ is the second most abundant species in the magneto-
sphere, and is the key tracer for ionospheric input. Thus
tracking the O+ efficiencies is critical for measuring the
importance of the ionosphere as a source of plasma in the
magnetosphere over the mission.

3.1 Relative anode efficiencies

The relative anode efficiencies for O+ can be determined in
exactly the same way as they are determined for H+. Be-
cause the method uses data that are classified by species in
the instrument, it does not require time periods where O+ is
dominant. We still need to identify time periods when there
is a significant flux of O+, so that we have sufficient statis-
tics to compare the different anodes, but H+ can still be the
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Fig. 11.The top panel shows the relative anode efficiency as a func-
tion of energy for each of the eight anodes on the CODIF high side.
The bottom panel shows revised anode efficiencies, using the nor-
malization factors determined assuming a gyrotropic distribution.

dominant ion. An example of an O+ relative calibration is
shown in McFadden et al. (2007).

3.2 Total efficiencies

Determining O+ total efficiencies in-flight is difficult be-
cause all the techniques applied for H+ are only useful for
the dominant species. In order to use the engineering rate
techniques, we need to find time periods when O+ is actu-
ally the dominant species, at least at a particular energy per
charge, so that the start, stop, and coincidence rates that we
measure are due to O+. The only time periods that we have
found to do this reliably are times when the spacecraft is over
the polar cap and in the lobes. In these regions, we sometimes
observe narrow energy “beams” of O+. The origin of these
beams is outflow from the cusp. Because the ions move up
along the field lines, as the field line is convected into the
tail, the original particle distribution, which can be broad in
energy, becomes separated by velocity, because the higher
velocity ions are moving further along the field line than the
lower velocity ions. This is referred to as the “velocity filter
effect”. Since O+ and H+ at the same velocity are separated
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Fig. 12. The average densities and velocities in the plasma sheet
from CODIF, on S/C 4, and from HIA on S/C 1 and S/C 3.

in energy per charge by a factor of 16, the O+ beam is ob-
served at a distinctly different energy step in the instrument
than the H+ beam. Thus we can use the energy steps where
the O+ is observed to determine the O+ efficiency. Because
the O+ beams are generally field-aligned, they are only ob-
served in one or two anodes at a time. Thus we can obtain
the total efficiencies for a particular anode. We then use the
data from the relative anode O+ calibration to determine an
overall change to the total efficiency.

An example of these O+ beams is shown in Fig. 13. Dur-
ing this time period on 21 December 2002, a strong O+ beam
is clearly observed as the spacecraft approaches the cusp.
Figure 13 shows the O+ energy spectra for the 8 individual
anodes on the HS. In this case, the beam is initially observed
in anode 1. It then moves to anode 2, and then into 3. The
beams are observed for more than an hour in each of the an-
odes 1 and 2. Thus we can accumulate sufficient statistics to
use the rate data to calculate the O+ efficiencies. For 2001–
2004, we used this method to determine the O+ calibration
for SC/1. The final S/C 1 O+ normalized total efficiencies
derived using this method are shown in Fig. 14. The H+ nor-
malized total efficiency (green line) is shown for comparison.
The calibrations for S/C 3 and S/C 4 were then done by com-
parison with S/C 1. Stable time periods were chosen when
the three spacecraft would be expected to observe the same
flux, and the efficiencies were adjusted to bring the O+ fluxes
on S/C 3 and S/C 4 to the same level as S/C 1. About one time
period per month is used for this adjustment.

After 2004, the same method was used, using beams
observed by S/C 4. However, this method was only use-
ful through 2006. After 2006, the flux of O+ in these re-
gions decreased significantly, because there is less iono-
spheric outflow during solar minimum (Yau and André,
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Fig. 13.Example of O+ beams observed on 21 December 2002, on SC 1, as the spacecraft approaches the cusp. Each panel shows the O+

energy spectrum for one position anode in the instrument. In this case, the beam is first predominantly in anode 1, and then moves to anode 2,
and then 3.

1997). Therefore, we were no longer able to do this mea-
surement. Now that the solar cycle is approaching solar max-
imum, we again observe O+ beams. Using new time periods,
we will again be able to measure the total efficiency, and ad-
just the O+ efficiency values. At this point, the O+ efficien-
cies are considered valid through 2006, and are estimated af-
ter that. A new release of calibration files will update the O+

total efficiency values.

4 Other species

Because the He++ suffers from significant contamination
from H+, as discussed in the companion paper by Mouikis
et al. (2013), no separate calibration for He++ has been de-
termined. He++ fluxes are calculated using the initial cali-

bration curves determined pre-launch, and with the total effi-
ciencies following the H+ changes.

He+ is also difficult to calibrate because there are not
many time periods when its flux is significant. From the pre-
flight calibrations, the He+ efficiency was found to be very
similar to the O+ efficiency, except at the low energies, where
O+ has a lower efficiency due to the greater scattering in the
foil. Thus we have used the energy dependence for He+ that
we established pre-flight, but then assumed that the total ef-
ficiency changes with time following the O+ efficiency.

5 Conclusions

Using a variety of methods, we have determined the calibra-
tions of H+ through the duration of the mission. We were
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data for S/C 1. The final curve used for the efficiency is shown
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comparison.

able to calibrate the total efficiencies of O+ successfully
through 2006 using the O+ “beams” observed in the lobe.
Due to the diminished ionospheric outflow during the solar
minimum, we have only been able to determine the relative
anode calibrations after 2006, while the total efficiency cali-
bration is only an estimate. However, now that the mission is
again approaching solar maximum, the beams are observed
again, and we will use them to confirm the O+ calibration.
After the last MCP voltage increase in 2009, the efficiencies
have remained relatively stable for more than three years. We
anticipate that CODIF on S/C 4 will continue returning data
with reasonable efficiencies through the extended mission.
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